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ABSTRACT : Information and Communication Technology (ICT) has made tremendous progress and seen 

astounding advancements, particularly with the emergence of Generative Artificial Intelligence (GAI) tools such as 

ChatGPT and Sora. As one of the quintessential representatives of ICT, generative AI tools carry the potential to 

revolutionize education and significantly influence the future. They can help students access personalized learning 

experiences, virtual tutors, specific programming skills, and engagement opportunities. However, the tools have 

not been widely used, and limited studies have explicitly focused on the primary barriers leading to technological 

resistance among some university students. Additionally, a dedicated theoretical framework for analyzing the main 

barriers is scarce. The principal objective of this study is to propose a conceptual model based on Innovation 

Resistance Theory (IRT) to measure the main barriers to generative AI tools usage among university students. Two 

methodologies, literature acquisition and validation, were utilized to validate the new conceptual model. Notably, 

this study is among the first to include the constructs of Information Quality Barrier (IQB) and Job Relevance 

Barrier (JRB) in IRT. The study aims to address the lack of a conceptual model for measuring the main barriers to 

the use of generative AI tools among university students. Additionally, it will help identify the shortcomings of 

generative AI tools in practice, which can be used to develop more effective tools for educational purposes. 

 

KEYWORDS: Artificial Intelligence (AI), ChatGPT, Innovation Resistance Theory (IRT), barrier, Generative 
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I. INTRODUCTION 
Over the past decade, Information and Communication Technology (ICT) has undergone tremendous progress and 

astounding advancements, especially in some educationally advanced countries [1-4]. Generative AI tools are 

state-of-the-art, AI-powered language models that can produce sophisticated texts, images, videos, or other forms 

of multimedia that are nearly indistinguishable from those created by humans [5]. As one of the quintessential 

representatives of ICT, generative AI tools carry the potential to revolutionize education and significantly 

influence the future [6-9]. Even though some studies have suggested that generative AI tools may impact university 

students in terms of their assignments, personalized learning, motivation, and other aspects, there are also 

challenges related to their information accuracy, ethics, privacy, and other factors [10-13]. Some surveys also 

found that the tools have not been extensively employed among students for various reasons [10, 14, 15]. In one 

investigation of healthcare undergraduate students in Malaysia, the proportion of students who depended highly on 

generative AI tools was 9.3%, with the majority of students (45.8%) utilizing them to assist particular areas of 

assignments, while the percentage of students who did not use it reached to 41.1% [10]. However, until now, few 

studies have explicitly focused on the main barriers that lead to generative AI tool resistance among university 

students, and a dedicated theoretical framework to analyze the main barriers is scarce. Therefore, it is essential to 

investigate the attitudes and behaviors of university students towards the use of generative AI tools. This specific 

context can offer valuable insights into the development and implementation of impactful AI tools in the higher 

education system. The principal objective of the current study is to propose a conceptual model to measure the 

main barriers to generative AI tools usage among university students. 

 

II.  LITERATURE REVIEW 
Since their inception, generative AI tools have sparked a research frenzy in numerous countries, such as the United 

States, China, Germany, India, and Malaysia [16-22]. Previous studies possessed divergent research foci, for 

example, the history of generative AI [17], digital leadership and technology integration [5], usage and limitations 

[23], AI-driven infodemic threat [24], and the future of large language models [25]. Simultaneously, generative AI 

tools have already attracted considerable attention from multiple industries, including but not limited to: Data 

Science [26], Healthcare [27, 28], Computer Programming [18], Science Learning Media [29], Business [30, 31], 
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Human Resource Management [32], Drawing [33], Art and Design [34, 35], and Education [6, 9, 13, 22, 36, 37]. 

Prior researchers have also explored the influence of the tools on education from various perspectives, such as 

AI-human collaboration [38], prospects and challenges [9, 20, 25], using generative AI tools for self-determined 

learning [13], traditional textbooks [39], healthcare education [10, 28, 40], and risks or threats [38, 41]. There is 

also a study that assessed the potential and constraints of OpenAI’s ChatGPT for educational, academic, and 

research purposes by examining its various capabilities [9]. Generative AI tools can assist teachers in planning 

lessons [6, 41], generating suggestions for formative assessment campaigns [42], interacting in conversations [41], 

shifting roles [43], integrating technology into classrooms [44], facilitating students to acquire personalized 

learning experiences [6, 9], virtual tutor [45], specifically answering [38], programming skills [41], engagement 

opportunities [46], related information searching [38], and so on. According to past research, generative AI tools 

can provide enormous benefits and non-negligible opportunities for multiple industries or groups of people, 

particularly for the education industry and university students. 

 

In terms of research methodologies, interview method [22, 40], case study [47], literature review method [21, 48], 

topic modeling algorithm [49], quantitative method [50], content analysis [45] and mixed method [51] were 

implemented to examine generative AI tools related studies. Some researchers reminded that users should be aware 

of the limitations or difficulties of plagiarism, non-discrimination, ethical problems, privacy issues and others when 

using generative AI tools [26, 38, 41, 42, 44].  

 

Upon the literature review, it was found that Technology Acceptance Model (TAM) [6, 36, 37, 52, 53], Unified 

Theory of Acceptance and Use of Technology (UTAUT) [30, 54, 55], Technology-Organization-Environment 

(TOE) framework [8], Integrating Technology Readiness into Technology Acceptance (TRAM) Model [56], 

mixed models [16], or other theoretical models were adopted in research associated with generative AI tools. 

However, Innovation Resistance Theory (IRT) [57] (Fig. 1) has been neglected to identify the main barriers to 

using generative AI tools among university students. 

 

 
 

Figure. 1. The framework of Innovation Resistance Theory (IRT) 

 

Ram and Sheth (1989) put forward the framework of IRT, which was initially used to analyze the reasons for 

consumer’s resistance to innovative products. After that, IRT was implemented and extended to various situations 

like mobile payment solutions [58], ticket software [59] and mobile wallets [60] to explain the barriers to 

innovation. IRT has already been proven to be a suitable model for measuring the barriers to innovation. However, 

in the context of generative AI tools, it has not been adequately explored to investigate the barriers causing 

resistance, especially among university students. 

 

Previous studies have attempted to test social influence [7, 8, 36, 54], perceived usefulness [7], [22, 36], ease of use 

[22, 37], performance expectancy [30, 54], credibility [22, 37], satisfaction [8], organizational culture [8], personal 

innovativeness [53], trust [30, 36], metacognitive self-regulated learning [36], compatibility [22], attitudes [30], 

effort expectancy [30], and other factors influencing consumers’ use intention or acceptance of generative AI tools 

in different backgrounds or distinguishing target populations. Nevertheless, prior studies have neglected the 

relationship between Image Barrier (IB) and Resistance to Generative AI tools (RTG) and lacked sufficient data to 

verify it. Whether Tradition Barrier (TB) affects RTG lacks adequate evidence and has not been constructed. Even 

though past researchers noticed that ethical problems or privacy issues might affect the adoption of generative AI 

tools in certain conditions, the association between Risk Barrier (RB) and RTG needs to be further validated in the 

population of university students. Reviewing the literature, empirical evidence of the connection between Value 

Barrier (VB) and RTG remains scarce.  
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Until now, the relationship between the Usage Barrier (UB) and RTG is still unclear, and further exploration and 

more robust validations are needed. Previous research has stressed the importance of information quality for 

Generative AI (e.g., Generative AI tools), whereas no study has validated the relationship between the Information 

Quality Barrier (IQB) and RTG among university students; this study will fill this gap. Historically, the majority of 

existing research on job relevance (JR) has been conducted principally from the perspective of adoption, however, 

there is still a paucity of studies on the association between Job Relevance Barrier (JRB) and RTG. 

III. CONCEPTUAL MODEL 
User resistance is one of the significant factors causing the failure of almost every innovation [61]. Consequently, 

researchers and professionals who aim to promote the rapid spread and acceptance of new technologies must pay 

attention to consumer resistance since it is a crucial aspect of concern [61]. With the progress of technologies and 

sharp transformations of societal environments, the foundation model of IRT must be updated to accommodate 

new scenarios. Based on the IRT model, this study proposes a conceptual model (shown in Fig. 2) for explaining 

the main barriers to generative AI tool usage among university students. The detailed information for each 

construct will be elaborated on in the forthcoming paragraphs. 

 

 
 

Figure. 2. A new conceptual model 

 

Information Quality Barrier : In this study, IQB refers to the extent of lower output quality produced by 

generative AI tools from the perspective of university students. IQB chiefly manifests the lower information quality 

(e.g., inaccuracy, untimeliness or unreliability) generated by information systems (IS). Much prior research 

highlighted the importance of information quality created by ICT [16, 62-64], which directly affects consumers’ 

intention to use. Hence, it can be postulated that if the quality of information generated by generative AI tools is too 

poor or imprecise, university students will probably resist them. 

 

Job Relevance Barrier : In the present study, JRB relates to an individual’s perception of barriers regarding the 

degree to which the generative AI tools are applicable to university students’ jobs. In the past, job relevance was an 

essential factor impacting the acceptance of learning management systems (LMS) [1], AI-based Conversational 

Agents [65], Artificial Intelligence-Based Robots [66] and others. Drawing on the aforementioned findings and 

discussions, this study predicts that JRB is most probably a significant factor resulting in university students’ 

resistance to Generative AI tools. For example, if the outcomes created by generative AI tools are irrelevant to 

university students’ learning tasks, it is likely to lead to the rejection of Generative AI tools. 

 

Usage Barrier : Ram and Sheth deemed that UB was usually caused by the incompatibility of innovations with 

users’ existing workflows, practices, or habits [57]. According to former studies, UB is one non-negligible element 

when consumers select hotel booking apps [67], mobile wallets [60], Mobile Commerce [68] or other innovative 

offerings. In the context of generative AI tools, UB is likely an important component of resistance among 

university students. 

 

Value Barrier : Consumers have no motivation to switch until an innovation provides a compelling 

performance-to-price ratio contrasted with competing alternatives [57]. Some investigations have demonstrated 

that VB had a significant effect on the adoption or use intention of Automatic Teller Machines (ATM) [57], MOOC 
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[69], digital payment systems [70], online shopping [71] and others. Therefore, the present study deduces that VB 

is likely part of the core reasons why partial university students resist Generative AI tools. 

 

Risk Barrier : According to Ram and Sheth, for innovative commodities, four primary kinds of risk are involved: 

economic risk, physical risk, functional risk and social risk [57]. In one investigation of undergraduate healthcare 

students, they displayed worries regarding plagiarism, ethical dilemmas and other issues. When using generative 

AI tools in Systems Thinking (ST), intermittent inaccuracies emphasize the magnitude of clients maintaining a 

critical mindset toward generative AI tools’ answers [72]. Some researchers expressed apprehensions about 

potential risks such as cheating [6], existing biases [42], bypassing plagiarism detectors [45], privacy issues [42] 

and so forth. Thus, this study predicts that the risk barrier is most likely an influential factor in some university 

students’ resistance to generative AI tools. 

 

Tradition Barrier : Ram and Sheth considered that resistance arose when an innovation necessitated purchasers 

to depart from existing conventions [57]. Sadiq et al. found that TB is an important factor impacting customers’ 

intention to buy eco-friendly cosmetics [73]. For food delivery applications (FDAs), the presence of TB has been 

demonstrated to indicate a negative correlation with the intention to use [74]. Furthermore, Migliore et al. revealed 

that the primary obstacle to the acceptance of mobile payment in some countries is TB [75]. Consequently, the 

current study conjectures that TB is a very potentially significant contributor affecting some university students’ 

resistance to generative AI tools. 

 

Image Barrier : Ram and Sheth believed that IB was a perceptual question that emerged from rigid thought 

patterns and hindered the advancement of innovation [57]. Preliminary studies have disclosed that IB was a 

significant factor affecting the acceptance of digital payment systems [70], mobile wallets [60], e-commerce [76], 

online payment solutions [77], Internet and mobile banking [78] and the like. Based on the aforementioned 

discussions and outcomes, it is quite possible that IB is a prominent reason for some university students’ resistance 

to Generative AI tools. 

 

Resistance to Generative AI Tools : Szmigin and Foxall (1998) found three distinct forms of resistance to 

innovation (rejection, postponement and opposition) in the research of retail payment methods [79]. Laukkanen et 

al. (2008) divided those who did not use Internet banking into three different categories: postponers, opponents, 

and rejectors [80]. Although generative AI tools provide numerous benefits and valuable functionalities (as 

mentioned earlier), not all university students are favorable to accept them; this study principally focuses on 

barriers leading to those students who postpone, reject, or oppose generative AI tools.  

 

IV. MODEL VALIDATION 
This study utilizes two methodologies, literature acquisition and validation, to understand the potentially 

significant factors in measuring the main barriers to generative AI tool usage among university students. In the first 

stage, the present study conducts literature reviews about generative AI tools-related research, the theoretical 

framework of IRT and some practical applications of IRT to identify the barriers perhaps associated with resistance 

to generative AI tools among university students (as described in previous sections). In the second stage, compare 

previous literature and consult experts for advice to understand better the effectiveness, appropriateness, 

availability, relevance, or validation of the enhanced IRT conceptual model. To ensure rigorous constructs and 

accurate results, the experts are selected by referencing the following criteria (Table 1) [81-83]. 

 

Table 1 Criteria for Selecting Experts 

 

Criteria Details 

ⅰ. degree The expert should possess an advanced degree. 

ⅱ. experience Have more than five years of related research or work experience. 

ⅲ. field Being an expert in related fields, such as ICT, AI or IT. 

ⅳ. paper Multiple published articles. 
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V. CONCLUSION 
Notably, this study is among the first to include the constructs of IQB and JRB in an IRT model. This study 

contributes to identifying the significant barriers to generative AI tools among university students from the 

perspective of a new conceptual model developed based on the IRT model. Moreover, it is also valuable and 

advantageous for researchers in IS, AI, education, or other fields since the new theoretical model can facilitate 

investigating the factors impeding the widespread use of generative AI tools and technology development. In 

conclusion, this study will fill the theoretical gap where there is inadequate about the conceptual model to measure 

the main barriers to generative AI tool usage among university students. Additionally, the study is beneficial in 

detecting the insufficiencies of generative AI tools in practice. However, this study still has some limitations, such 

as the lack of empirical examinations and the limited number of factors introduced. Future research could conduct 

further empirical investigations and test the effects of different variables on innovative technological resistance 

behaviors. 
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